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ABSTRACT

Tropical cyclones are studied under the idealized framework of rotating radiative–convective equilibrium,

achieved in a large doubly periodic f plane by coupling the column physics of a global atmospheric model to

rotating hydrostatic dynamics. Unlike previous studies that prescribe uniform sea surface temperature (SST) over

the domain, SSTs are now predicted by coupling the atmosphere to a simple slab ocean model. With coupling,

SSTs under the eyewall region of tropical cyclones (TCs) become cooler than the environment. However, the

domain still fills upwithmultiple long-livedTCs in all cases examined, including at the limit of the very small depth

of the slab. The cooling of SSTs under the eyewall increases as the depth of the slab ocean layer decreases but

levels off at roughly 6.5K as the depth approaches zero. At the eyewall, the storm interior is decoupled from the

cooler surface and moist entropy is no longer well mixed along the angular momentum surface in the boundary

layer. TC intensity is reduced from the potential intensity computed without the cooling, but the intensity re-

duction is smaller than that estimated by a potential intensity taking into account the cooling and assuming that

moist entropy is well mixed along angular momentum surfaces within the atmospheric boundary layer.

1. Introduction

Radiative–convective equilibrium (RCE) is a useful

idealized framework for studying the tropical atmosphere.

In the simplest version of RCE, one typically ignores

spherical geometry and places the flow in a doubly peri-

odic domain inwhich the forcing and boundary conditions

are all horizontally homogeneous. This allows the study of

the interactions between radiation and moist convection

in a simple geometry (e.g., Bretherton et al. 2005; Romps

and Kuang 2010; Muller et al. 2011). In many cases, the

flow is assumed to be nonrotating, but it is also very in-

teresting to consider rotating radiative–convective equi-

librium (RRCE) by using an f-plane geometry. In all

simulations of RRCE documented to date, if the domain

is large enough it fills up with long-lived tropical cyclones

(TCs). With both the size and intensity of these TCs

intrinsically determined, such an equilibrium provides an

ideal framework to study equilibrated TCs and their de-

pendence on large-scale parameters.

Previous studies of RRCE all prescribe a horizontally

homogeneous sea surface temperature (SST) over the

domain and thus neglect the response of SST to TCs

(Held and Zhao 2008; Khairoutdinov and Emanuel 2013;

Merlis et al. 2013; Shi and Bretherton 2014; Zhou et al.

2014; Reed and Chavas 2015; Ballinger et al. 2015; Merlis

et al. 2016). It is, however, well known that TCs can in-

duce substantial cooling at the surface along their paths

(e.g., Price 1981), which in turn can have a profound

impact on TC intensity (Bender et al. 1993; Bender and

Ginis 2000; Zhu and Zhang 2006; Lin et al. 2013). Shen

and Ginis (2003) shows that the surface cooling caused

by TCs is dominated by the effect of internal ocean

dynamics, mixing and upwelling, in the deep- and open-

ocean regions but by surface fluxes in the near-coastal

shallow-ocean regions. The quantitative impact of the

surface cooling on TC intensity has been statistically

studied by downscaling with a simple axisymmetric

hurricane model (e.g., Emanuel 1999; Schade and

Emanuel 1999; Vincent et al. 2014). The axisymmetric
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hurricane model (Emanuel 1995) is based on the same

assumptions as those that can eventually lead to the

widely used TC potential intensity (Emanuel 1986, 1991).

Particularly, the boundary layer is assumed to be well

mixed. It is, however, not clear whether this assumption

still holds when there is substantial surface cooling at the

eyewall and how the effect of the surface cooling on TC

intensity will be modified.

In this study, we achieve three-dimensional RRCE

with column physics of the High Resolution Atmo-

spheric Model (HiRAM) at GFDL, following the ap-

proach of Zhou et al. (2014), but with SST coupled to a

simple slab ocean layer. The effect of coupling on TCs is

then studied by varying the layer depth H. By using a

simple slab ocean layer, only the effect from surface

fluxes is included in the SST evolution. However, we feel

that it is the natural place to start when approaching the

problem of RRCE with interactive SST, especially be-

cause it is the simplest way to configure an energetically

closed lower boundary condition.

With coupling to a slab ocean, the surface underneath

the TC eyewall cools relative to the environment. But

TCs are still able to sustain themselves in our simula-

tions despite the cooling and irrespective of the depth of

the slab. With strong surface cooling, the atmospheric

boundary layer in the eyewall region is no longer well

mixed in this model. The TC intensity reduction caused

by the cooling is found to be much smaller than that

estimated by a potential intensity, taking into account

the surface cooling at the eyewall and assuming that

moist entropy is well mixed along angular momentum

surfaces within the boundary layer.

The paper is organized as follows: The model config-

uration and experiments are described in section 2. A

general description of the simulation results is given in

section 3. The physics controlling the surface cooling at

the eyewall is studied in section 4. The variations of the

intensity and structure of TCs with the surface cooling

are investigated, respectively, in sections 5 and 6. Sec-

tion 7 gives a summary with discussion.

2. Model configuration and experiments

RRCE can be investigated both with cloud-resolving

models in which deep convection is partly resolved

(Khairoutdinov and Emanuel 2013) and with the lower-

resolution hydrostatic dynamics and column physics of a

global comprehensive climate model (GCM) (Held and

Zhao 2008; Zhou et al. 2014). Because of the limited

computational power, cloud-resolving models are usually

used to study a single TC in a small domain (e.g., Nolan

et al. 2007; Brown and Hakim 2013; Tao and Zhang 2014;

Zhou 2015; Davis 2015; Wing et al. 2016), although an

artificially large Coriolis parameter can be used to pro-

ducemultiple TCs even in a small domain (Khairoutdinov

andEmanuel 2013). There is no such restriction for lower-

resolution hydrostaticmodels using columnphysics froma

GCM.Also,GCMs are one of the tools used to predict the

impact of climate change on TC statistics, and they are

moving toward higher resolution such that many aspects

of their TC simulations are becoming more realistic (e.g.,

Knutson et al. 2010; Walsh et al. 2015; Camargo andWing

2016). Being able to study these GCM-generated TCs in

this idealized geometry, and eventually comparing them to

analogous simulations at cloud-resolving resolutions, will

help us understand the limitations and strengths of TC

simulations in GCMs.

Here, we achieveRRCEby coupling the columnphysics

of the HiRAM to rotating hydrostatic dynamics in a

doubly periodic f plane. The uniformCoriolis parameter is

set at a constant value of 5 3 1025 s21, corresponding to

the latitude of 208N. HiRAM’s simulation of the observed

global climatology and interannual variability of hurricane

frequency is described inZhao et al. (2009). The realism of

the simulation is also discussed in Zhao et al. (2012),

Shaevitz et al. (2014), and Walsh et al. (2015). The atmo-

spheric model used in this study has 32 vertical levels with

the lowest level at about 35m and the top level at about

2hPa. The horizontal resolution is 25km. The GFDL in-

teractive radiation scheme is used for radiative processes

but with no diurnal or seasonal cycle. The incoming solar

radiative flux uses an annual-mean zenith angle corre-

sponding to the latitude of 358N such that the simulated

SST is close to the observed tropical-mean value. The

cloud fraction is estimated by a simple diagnostic scheme

assuming a subgrid-scale distribution of total water. A

convection scheme originally developed for shallow con-

vection (e.g., Bretherton et al. 2004; Zhao et al. 2009) is

used to parameterize all convection, with entrainment rate

optimized for the global simulation. Surface fluxes are

computed using the Monin–Obukhov similarity theory,

with a gustiness component of 1ms21. The vertical diffu-

sion is handled by a K-profile scheme (Lock et al. 2000).

In all of these respects, this column physics is identical to

that described in Zhao et al. (2009). A large domain

(8000km 3 8000km) is used to allow multiple storms to

exist simultaneously.

SST is predicted by coupling the atmosphere to a slab

ocean model such that at each grid point we have

›SST

›t
5

F
s

r
w
c
w
H
, (1)

where rw and cw are the density and heat capacity of

water,H is the depth of the ocean layer, and Fs is the net

surface energy flux into the ocean.
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The sensitivity of TCs to the underlying heat capacity

is investigated by varying the depthH from 0.1 to 20m.

We first achieve an equilibrium with a layer depth of

1.25m and then restart from this equilibrium for an-

other 10 yr with different depths to reach full equilibria.

For comparison, one additional simulation is conduct-

ed with fixed SST. The fixed SST is set at 296.35K, a

value obtained by extrapolating the simulated domain-

mean SST expressed as a function of H21 to very large

H. Tropical cyclones are identified over the domain by

finding points with surface pressure satisfying two cri-

teria: 1) less than a critical value of 980 hPa and 2) a

minimum at this point within the surrounding 10 grid3
10 grid box (2503 250 km2). TC statistics are computed

using all TCs collected over the last 4 months of the

simulations, if not otherwise stated.

3. Description

Figure 1 shows the snapshots of instantaneous sur-

face winds in simulations with different H. Similar to

RRCE with fixed SST, the domain still fills up with

long-lived TCs that persist for months in all cases. TCs

wander around because of the turbulent flow among

them. The difference is that SST under the eyewall

region of TCs is now cooler relative to that of the en-

vironment (Fig. 2). Figure 3 shows the azimuthal-mean

height–radius cross sections of the horizontal temperature

FIG. 1. Snapshots of instantaneous surface winds for simulations with H 5 (a) 0.1, (b) 0.5, (c) 2.5, and (d) 20m.
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anomaly and velocity averaged over all collected TCs in

simulations with H 5 0.1 and 20m. The cooling at the

surface extends upward and produces a shallow cold core

under the typical warm core of TCs, particularly for the

casewithH5 0.1m (Figs. 3a,b).While a 25-km resolution

is not adequate to resolve more detailed aspects of the

tropical cyclone structure, a well-defined eyewall with

deep ascent is apparent, as well as the characteristic inflow

in the boundary layer and outflow in the upper tropo-

sphere (Figs. 3c,d). Evidently, tropical cyclones become

broader asH increases, but there is no obvious difference

in their maximum wind.

Figure 4a shows the radial distribution of the

azimuthal-mean SST averaged over all collected TCs in

simulations with different H. As H decreases, the en-

vironmental SST increases while the eyewall SST cools

further. The magnitude of the SST cooling underneath

the eyewall relative to the environment (DSST; here-
inafter referred to as ‘‘eyewall cooling’’) increases asH

decreases but eventually levels off at about 6.5K as H

approaches zero (Fig. 5). It is interesting that TCs are

still able to sustain themselves in spite of this sub-

stantial eyewall cooling.

4. Eyewall cooling of tropical cyclones

Before we look into how this eyewall cooling affects

TCs in sections 5 and 6, we first investigate what causes

the eyewall cooling and how the magnitude is de-

termined. As shown in Fig. 4b, the cooling in the

eyewall region is related to the negative net surface

energy flux there (the sign convention is that positive

values are into and negative values are out of the

ocean). The net surface flux can be decomposed into

the radiative and turbulent heat flux components. For

the radiative part, the surface receives less shortwave

radiative flux and emits less longwave radiative flux

(Fig. 4c) because of the excessive clouds in the eyewall

region. The net effect is dominated by the shortwave

part, leading to less net radiative flux received in the

eyewall region. The surface also transfers more tur-

bulent heat flux into the atmosphere because of the

stronger surface winds there. But, as H decreases,

surface turbulent heat flux is suppressed in the eyewall

region (Fig. 4d) as the surface enthalpy disequilibrium

decreases with cooler SST (Fig. 4e). To conclude, the

negative surface energy flux originates from the

shortwave cloud radiative effect and strong winds in

the eyewall region but is also strongly offset by a

negative SST–surface disequilibrium feedback. Par-

ticularly, the maximum magnitude of the negative

surface flux decreases from about 200Wm22 at H 5
20m to about 25Wm22 at H 5 0.5m and eventually

becomes zero as H approaches zero. As we will see,

this decreasing trend allows the eyewall cooling to

increase less rapidly and eventually level off as H

decreases.

To better understand what controls the magnitude

of the eyewall cooling, we develop a minimalist model,

as described below. We start from the simplest case at

the limit ofH5 0m. No energy is allowed to be stored

in the ocean so that the surface energy balance equa-

tion for the environment and eyewall can be written

respectively as

FIG. 2. Snapshots of instantaneous sea surface temperature for simulations with H 5 (left) 0.1 and (right) 20m.
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R
e
5V

e
C

k
c
a
r
a
dk

e
and (2)

R
c
5V

c
C

k
c
a
r
a
dk

c
, (3)

where the subscripts e and c represent the environment

and the eyewall, respectively, R is the downward net

surface radiative flux, V is the surface wind speed, dk is

the surface enthalpy disequilibrium (K), Ck is the sur-

face exchange coefficient for enthalpy, and ra and ca are

the density and heat capacity of air at constant pressure,

respectively.

Combining the above two equations, dkc is related to

dke as

dk
c
5 dk

e

R
c

R
e

V
e

V
c

. (4)

We can see the radiative effect of clouds is represented

by the term Rc/Re, while the effect of strong winds is

represented by the term Ve/Vc. Both terms reduce dkc

and thus SSTc. In our simulation, both Rc/Re and Ve/Vc

are close to zero (Figs. 4c,h). This leads to

dk
c
’ 0. (5)

That is, the surface disequilibrium needs to be nearly

zero at the eyewall as H approaches zero, which is

FIG. 3. Azimuthal-mean height–radius cross section of (a),(b) horizontal temperature anomaly relative to the

horizontal mean and (c),(d) winds averaged over all collected TCs in simulations with H 5 (left) 0.1 and (right)

20m. Tangential winds are shown by color shading. Radial winds (black contours) are contoured at 2, 5, 10, and

15m s21. Positive (outflow) values are dotted; negative (inflow) values are solid. Vertical velocity (white contours)

is contoured at 0.2 and 0.3m s21. Black triangles indicate the radius of the maximum wind.
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consistent with the simulation results, as shown in

Fig. 4e.

On the other hand, given the definition of the surface

disequilibrium

dk
e
[ SST

e
2T

e
1L

y
/c

a
[q*(SST

e
)2 h

e
q*(T

e
)] and

dk
c
[ SST

c
2T

c
1L

y
/c

a
[q*(SST

c
)2 h

c
q*(T

c
)] ,

one can formulate dkc alternatively as

dk
c
5 dk

e
2 (DSST2DT1aDSST2 h

e
aDT)

2L
y
/c

a
q*(T

c
)Dh , (6)

where the symbol D represents the difference between

the environment and the eyewall,T and h are the surface

air temperature and relative humidity, respectively, and

q* is the saturation vapor pressure. The parameter

a5 (L2
yq*)/(caRyT

2) ’ 2:8 represents the mean sensi-

tivity of saturation vapor pressure to temperature for a

range of SST from 294.5 to 299.5K (Fig. 4a).

As shown in Fig. 6a, DT is found to be roughly pro-

portional to DSST with a ratio of 0.5. Developing a

theory for this ratio would involve the energy balance of

the atmospheric mixed layer as well as the oceanic slab,

so we take advantage of it being roughly constant across

our simulations and simplify it to a fixed value. Using

DT5 jDSST, the above equation can be simplified as

dk
c
5 dk

e
2LDSST2h . (7)

The parameter L5 12 j1a2 jahe ’ 2:3 represents the

strength of the SST–surface disequilibrium feedback

as a combined result of both SST and T variation, es-

timated based on a ratio j5 0:5 and amean environmental

relative humidity he 5 0:75 (Fig. 4f). The parameter

FIG. 4. Azimuthal-mean (a) SST, (b) net surface energy flux (positive downward), (c) net shortwave (solid) and longwave (dashed)

fluxes (positive downward), (d) latent (solid) and sensible (dashed) heat flux (positive upward), (e) surface disequilibrium k,

(f) surface relative humidity h, (g) surface air temperature T, and (h) surface tangential wind speed V as a function of the distance

from TC center averaged over all collected TCs in simulations with different H. The cross symbols in (e) indicate the radius of the

maximum wind.

FIG. 5. The surface eyewall cooling relative to the environment

averaged over all collected TCs in simulationswith different ocean-

layer depth (DSST; red circles) and estimated by Eq. (12) using

a constant DSSTo 5 6.5K (gray line) and calculated DSSTo from

simulated dke (black line).
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h5Ly/caq*(Tc)Dh ’ 6 measures the difference in dis-

equilibriumDdk caused by the different relative humidities

Dh between the eyewall and the environment, estimated

based on a mean Dh ’ 0:15 (Fig. 4f) and Tc ’ 294:5K

(Fig. 4g). As shown in Fig. 6b, Eq. (7) captures the re-

lationship between DSST and Ddk5 dke 2 dkc in our

simulations.

Combining Eqs. (5) and (7) provides an estimate for

DSST at the limit of zero H as

DSST ’ dk
e
2h

L
. (8)

Using Dke ’ 22K from the H 5 0.1-m case as shown in

Fig. 4e, the above equation gives an estimate of DSST of

7K. This is very close to what we see in our simulation as

H approaches zero (Fig. 5). This derivation indicates

that the eyewall cooling has a well-defined value even at

the limit of zero H and that this value is not directly

dependent on the TC intensity.

Next, we would like to address the effect of the finiteH

on the eyewall cooling by considering the competition

between the relaxation of SST to theH5 0-m limit and the

restoring tendency due to the propagation of the storm

into regions of warmer SST. In the reference frame

following a TC, one can think of a flow in the stagnant slab

ocean in the opposite direction to the translation of theTC.

This flow transports energy from the environment, which is

heated by the positive net surface flux, into the cold pool of

TCs, which is cooled by the negative net surface flux.

Given a typical value for this storm drift and the size of the

cold pool, there is a characteristic time scale t for the storm

to escape from its cold SSTs. The energy transport effect

due to this drift can then be approximated as

r
w
Hc

w

DSST

t
. (9)

One can then rewrite Eq. (3) by including this effect into

the surface energy balance equation at the eyewall:

R
c
1 r

w
Hc

w

DSST

t
5V

c
C

k
c
a
r
a
dk

c
. (10)

By combining Eqs. (2) and (10), and given that

RcVe/ReVc ’ 0 as seen in Fig. 4c, we get

dk
c
’ m

H

tV
c

DSST, (11)

where

m5
1

C
k

r
w

r
a

c
w

c
a

’ 43 105 .

Different from dkc ’ 0 at the limit of H 5 0, the finite

slab ocean leads to a positive surface disequilibrium at

the eyewall.

Substituting Eq. (11) into Eq. (7), we obtain a re-

lationship between DSST and H as

DSST5
DSST

o

11H/H
o

, (12)

where

DSST
o
5

dk
e
2h

L
, and (13)

H
o
5

L

m
V

c
t . (14)

Setting t proportional to L /V , where L is a charac-

teristic length scale of the storm-induced cooling and V
is a typical storm translation speed, then Ho ;LVc/V .

Therefore, DSST increases approaching DSSTo more

closely, as the ratio of the storm intensity Vc to V in-

creases. As shown in Fig. 5, this formula estimates the

variation with H fairly well by assuming a constant

DSSTo ’ 6:5K and Ho ’ 3m given the values of a, L,
and h listed above and setting Vc 5 30m s21 and

t5 2 days. The value DSSTo ’ 6:5K corresponds to a

mean dke of 20K.Wedetermine t from this fit rather than

trying to estimate it directly from the simulations. It is

unclear how onewould develop a theory for t or V for an

RRCE model.

We note that DSSTo varies with H in these simulations,

since dke increases as H decreases (Fig. 4e). The enhanced

dke with decreasedH can be interpreted as a mechanism to

maintain the similar strength of surface flux in order to

balance with radiative cooling in the presence of weaker

environmental surface wind (Fig. 4h). This enhanced dke is

achieved through increased environmental SST (Fig. 4a)

and decreased environmental relative humidity (Fig. 4f).

FIG. 6. (a) Relationship betweenDSST (SST difference between the

eyewall and the environment) and DT (near-surface air temperature

difference between the eyewall and the environment). (b)Relationship

between DSST and Ddk (surface disequilibrium between the eyewall

and the environment). The dashed lines represent linear relationships

indicated by the equations shown in the panels.
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Using DSSTo computed from dke in the simulations

[Eq. (13)] gives a slightly better fit (Fig. 5).

5. Intensity of tropical cyclones

Now we move on to the impact of the eyewall cooling

on the intensity of TCs. Figure 7 shows the mean mini-

mum surface pressure and maximum surface wind of all

collected TCs in simulations with different H. Despite

the substantial eyewall cooling, TC intensity barely de-

creases asH decreases in our simulations (Fig. 7). This is

surprising since it is well established based on both ob-

servations and models that the cooling of SSTs by air–

sea coupling can reduce TC intensity dramatically (e.g.,

Bender et al. 1993; Schade and Emanuel 1999; Zhu and

Zhang 2006; Lin et al. 2013; Vincent et al. 2014).

We first try to understand our simulation results

from the potential intensity (PI) theory of tropical

cyclones (Emanuel 1991; Bister and Emanuel 2002;

Garner 2014), which estimates the maximum TC in-

tensity that can be achieved in a given large-scale en-

vironment as follows:1

RT
ye
ln

�
P
e

P
c

�
5CAPE

c
2CAPE

e

1b(CAPE
c
*2CAPE

c
) and (15)

V2
PI 5 2b(CAPE

c
*2CAPE

c
). (16)

The original algorithm (Bister and Emanuel 2002)

assumes that surface conditions (SST, air temperature,

and relative humidity) are the same between the outer

eyewall and the environment. The values of CAPEc and

CAPEc* are then computed from the environmental

profile as follows:2

CAPE
c
(Pe,Te, RHe;P

c
,Te

s , RHe
s) and (17)

CAPE
c
*(Pe,Te, RHe;P

c
, SSTe). (18)

The result computed using the original algorithm3 is

shown in Fig. 7 by blue circles, which indicate an in-

crease in intensity with decreasing H as measured ei-

ther by minimum pressure or maximum winds. The

increasing intensity with decreasing H reflects the in-

creasing surface disequilibrium in the environment

(Fig. 4e).

FIG. 7. Intensity and PIs as a function ofH. The black solid lines show themedian intensity of all collected TCs, and

the gray dashed lines indicate the first and third quartiles. The blue lines show PI computed from the original algo-

rithm (PI-O). The red lines show PI computed from themodified PI algorithm considering the eyewall cooling (PI-E).

1 Here, R is the ideal gas constant, Pe is the environmental sur-

face pressure, and Pc is the potential minimum pressure at the

outer eyewall; Tye is the mean environmental virtual temperature

between the surface and P5Pc, b5CkTb/2CdTo, whereCk andCd

are exchange coefficients for energy andmomentum and Tb and To

are the inflow and outflow temperature, respectively. The envi-

ronmental convective available potential energy is CAPEe CAPEc

and CAPEc* refer to the hurricane CAPE, which is defined by the

potential energy of a parcel lifted from the outer eyewall surface

pressure; CAPEc is associated with the surface air parcel and

CAPEc* is associated with the saturated parcel at SST.

2 Here,Pe,Te, andRHe are the environmental vertical profiles of

pressure, temperature, and relative humidity, respectively; SSTe,

Te
s , and RHe

s are the environmental SST, surface air temperature,

and surface relative humidity, respectively, and Pc is then in-

teractively computed from the above equations.
3We use the iterative algorithm as in ftp://texmex.mit.edu/

pub/emanuel/TCMAX/ and assume a ratio of drag coefficients

Ck/Cd 5 0:7 and the pseudoadiabatic ascent.
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To account for the effect of the eyewall cooling, we

modify this algorithm by using the simulated SST at the

radius of the maximum wind (SSTc) for CAPEc*and the

simulated surface air temperature and relative humid-

ity at the radius of maximum wind (Tc
s , RHc

s) for

CAPEc:

CAPE
c
(Pe,Te, RHe;P

c
,Tc

s , RHc
s) and (19)

CAPE
c
*(Pe,Te, RHe;P

c
, SSTc). (20)

We note that a similar approach has been used in Lin

et al. (2013) and Huang et al. (2015) to build a modi-

fied potential intensity that accounts for the ocean

coupling. The difference here is that in their method

the surface air temperature and relative humidity are

still assumed to be the same as those of the environ-

ment, and only the difference in SST is considered.

There is, however, considerable difference in both the

surface air temperature and relative humidity be-

tween the eyewall and the environment in our simu-

lations (Fig. 4f and 4g). As indicated in Fig. 7 by red

circles, our modified algorithm predicts a reduction in

intensity with decreasing H, consistent with the de-

creasing surface disequilibrium at the eyewall, as we

have seen in Fig. 4e.

However, the simulated intensity dependence on H

is surprisingly flat. This means that the simulated TC

intensity reduction caused by the eyewall cooling is

much smaller than that predicted by PI. The flatness of

TC intensity as a function of H is roughly consistent

with the fact that the warm core temperature is not

very different in the small and large H cases (Fig. 3),

although the warm core is smaller for small H, as

discussed in the following section. It appears that the

surface cooling condition is not exported into the in-

terior with the boundary layer inflow passing over the

cold pool (Fig. 3). PI is founded on independent re-

lationships between moist entropy S and angular

momentum M arising from free-trajectory conserva-

tion and dynamical balances

dS

dM

����
b

52
V

b

(T
b
2T

o
)r

(21)

on the one hand4 and the well-mixed boundary layer

transformations via surface fluxes

dS

dM

����
b

5
dS

dM
52

C
k

C
d

k*2 k

rT
s
V

(22)

on the other hand.5

This leads to the well-known analytical formula of

PI as

V
PI

’
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

k

C
d

T
b
2T

o

T
s

(k*2 k)

s
. (23)

The azimuthal-mean height–radius cross sections of

moist entropy and angular momentum are shown in

Fig. 8 for simulations withH5 0.1 and 20m. It is found

that, in the case with substantial eyewall cooling, moist

entropy is not well mixed along angular momentum

surfaces in the boundary layer, one should instead

have

V5 lV
PI
, (24)

where

l5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dS

dM

����
b

�
dS

dM

s
(25)

is the parameter measuring how well moist entropy

is mixed along angular momentum surfaces in the

boundary layer. Given that dS/dM decreases from the

small negative value at the surface to the large neg-

ative value at the boundary layer top (Fig. 8), the

parameter l is larger than 1. According to Eq. (24),

this helps explain the stronger TC intensity in our

simulations compared to what PI predicts. From this

perspective, there could be sensitivity of these results

to the boundary layer formulation. A boundary layer

scheme that favors the decoupling between the storm

interior and the cooler surface will reduce the influ-

ence of the surface cooling on TC intensity. There

may also be a distinction between RRCE, with nearly

stationary storms having time to arrange their struc-

ture to avoid their cold eyewall SSTs, and more re-

alistic scenarios of mature storm–SST interactions

where cold SSTs impact storm intensity more

substantially.

4 Here,Vb and Tb are the azimuthal wind speed and temperature

at the top of the boundary layer, respectively, and To is the outflow

temperature along an angular momentum surface where it passes

through the point of V 5 0.

5 Here, s and M are the entropy and angular momentum aver-

aged through the depth D of the boundary layer, respectively, Ck

and Cd are exchange coefficients for energy and momentum, re-

spectively, jVj is the wind speed at the flux reference level, V is the

azimuthal velocity, and k*2k is the surface disequilibrium of en-

thalpy. The turbulent flux of entropy through the top of the

boundary layer and the entropy source from dissipative heating

have been neglected.
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Besides the potential intensity theory, the entropy

budget provides a different perspective to study TC in-

tensity in RRCE (Khairoutdinov and Emanuel 2013).

By assuming the dynamical dissipation is dominated by

the friction in the boundary layer, one can write the

domain-mean entropy balance as

r
a
C

d
V3 ’ «Q , (26)

where « measures the thermodynamic efficiency of

RRCE, Q is the radiative cooling rate, and the overline

means domain mean.

In our simulations, Q, as indicated by the domain-

mean precipitation rate, is nearly constant asH is varied

(Fig. 9a). If the thermodynamic efficiency is also roughly

independent ofH and if we can assume that the domain-

mean intensity powerV3 is proportional to the cubed TC

intensity V3
M, then the entropy budget provides an

explanation for the constancy of the TC intensity asH

is varied. However, as shown in Fig. 9b, the efficiency

is not constant with H, but in fact increases with in-

creasing H by an amount that in itself would generate

a 30% change in intensity. If the efficiency of RRCE

was near its thermodynamic limit determined by

the fractional temperature difference across the tro-

posphere, we might expect it to be independent of

H, but, in fact, we find much smaller efficiencies

[« ’ 0:02 , (Ts 2To)/Ts ’ 0:1, where the effective ra-

diative temperature To ’ 270K], which are compa-

rable to those found in nonrotating RCE (Pauluis and

Held 2002a,b). Whether this result is model depen-

dent remains to be seen. The intensity changes that

would result from these changes in efficiency seem to

be balanced by changes in storm structure. As H in-

creases, the TC structure changes such that the ratio

between the radius of the maximum wind RMW and the

size of TC, L, increases (Fig. 9c). This leads to a larger

contribution from the maximum wind VM on the

FIG. 8. Azimuthal-mean height–radius cross section of (top) angular momentum (m2 s21), (middle) equivalent

potential temperature (K), and (bottom) saturated equivalent potential temperature (K) in the boundary layer

averaged over all collected TCs in simulations with H 5 (left) 0.1 and (right) 20m. Black triangles indicate the

radius of the maximum wind.
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average intensity V and thus a larger ratio of V3/V3
M,

which offsets the effect of the increasing efficiency on

the TC intensity.

6. Structure of tropical cyclones

As is clear from the snapshots shown in Figs. 1 and 2,

the spacing between storms decreases as H is reduced.

To give a quantitative estimate, we compute the average

spacing as L;
ffiffiffiffiffiffiffiffi
A/n

p
, where A is the domain area and n

is the time-mean TC number within the domain. This is

the scale over which a cyclone suppresses others. It is

larger than a scale determined by the radius of a par-

ticular azimuthal wind speed (e.g., Chavas and Emanuel

2014). As shown in Fig. 10a, L decreases fromH5 20 to

1.25m and stays nearly constant as H further decreases.

Two theoretical scalings for the size of TCs are com-

pared to the simulation results. One is the Rossby radius

of deformation NH /f , where N is the static stability

parameter andH is the scale height of the atmosphere.

The other is the storm-related length scale L;VM/f ,

where VM is the maximum wind. Both scalings fail to

capture the variation of L with H (not surprisingly),

because the changes inmean tropospheric static stability

are modest in these simulations and because the storm

intensity is also nearly independent of H. Figure 10b

shows the mean radius of the maximum wind RMW de-

fined using the azimuthally averaged surface wind from

each storm and then averaged over all storms. The value

of RMW decreases continuously from H 5 20 to 1.25m

FIG. 9. (a) Domain-mean precipitation rate P, (b) the thermodynamic efficiency «, and (c) the ratio between the radius of the maximum

wind RMW and the size of TCs L.

FIG. 10. (a) The size of TCs calculated asL5
ffiffiffiffiffiffiffiffi
A/n

p
(solid black line), Rossby radius of deformation

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NH /f

q
(pink

line), the scaling of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VM/f

q
(blue line), and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMWVM/f

q
(red line). The stratification stability is calculated as

N2 5 (g/uo)(du/dz), where uo is the domain-mean potential temperature at 500 hPa and du and dz are the difference in

the domain-mean potential temperature and height between 250 and 900 hPa. The scaling height of atmosphereH is

set as a constant of 8 km. (b) The variation of the mean radius of the maximum wind RMW as a function of H.
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and stays nearly unchanged asH further decreases. The

smaller RMW with smaller H is also evident in Fig. 3.

Zhou et al. (2014) show that the relationship

L;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMWVM/f

p
works rather well in RRCE with fixed

SST when parameters such as the rotation rate or SST

are varied. As shown in Fig. 10a, this relationship holds

up fairly well in these coupled SST simulations as H is

varied. Although this relationship between L and RMW

itself is not a theory for L or RMW, it implies that L and

RMW are highly correlated. A similar relation between

RMW and L is also theoretically derived in Emanuel and

Rotunno (2011) and can be thought of as assuming a

constant reduction factor of angular momentum from

the environment to RMW.

The constant RMW with very small H is plausibly an

artifact of the model resolution since it would be impos-

sible to resolve storm structure on scales comparable to or

smaller than themodel’s 25-km resolution. Assuming that

the relation between L and RMW is robust, the result that

L also asymptotically approaches a constant at small H

could also be an artifact of inadequate resolution. Putting

side these small-H cases, we believe that the overall result

that the storm scale contracts with decreasingH is likely to

be robust to changing resolution, but the resolution and

model sensitivity of this result and others described above

will have to be tested in the future.

The reduction in RMW and L with decreasing H is in-

teresting, given TC intensity does not change much, as

previous studies indicate that TC size is scaled with its

intensity in RRCE with fixed SST (Khairoutdinov and

Emanuel 2013; Chavas and Emanuel 2014). The de-

creasing SST at the eyewall may play a role, but we

currently have no satisfactory explanation.

7. Conclusions

In this study, rotating radiative–convective equilib-

rium (RRCE) with coupled SST is achieved by cou-

pling the column physics of GFDL’s HiRAM model to

rotating hydrostatic dynamics in a large doubly peri-

odic domain. Unlike previous studies that prescribe a

homogeneous fixed SST over the domain, SSTs are now

predicted by coupling the atmosphere to a simple slab

ocean layer. The sensitivity of TCs to the coupling is

then investigated by varying the slab ocean depthH in a

wide range.

With coupled SST, the eyewall region of TCs be-

comes cooler relative to the environment, as expected.

This cooling originates from the strong winds and ex-

cessive clouds at the eyewall but is also strongly offset

by a negative SST–surface disequilibrium feedback.

The magnitude of the eyewall cooling increases as H

decreases but levels off eventually at about 6.5K as H

approaches zero. Aminimalist model suggests the form

of DSST ’ DSSTo/(11H/Ho) for the dependence of

this cooling on H.

TCs are still able to sustain themselves, even in

cases with substantial eyewall cooling. In fact, we find

only small variations of the mean TC intensity with

changing H. The predictions of potential intensity

theory are dependent on the assumptions regarding

the properties of the atmosphere emerging from the

boundary layer at the eyewall. The theory underesti-

mates TC intensity in cases with substantial eyewall

cooling, consistent with the small surface thermody-

namic disequilibrium at the eyewall. We find that the

boundary layer inflow in the simulated storms evades

the shallow cold pool, and the storm interior is de-

coupled from the surface. The moist entropy is no

longer well mixed along angular momentum surfaces

in the boundary layer, as assumed in the potential

intensity theory, and the reduction effect of TC in-

tensity caused by the surface cooling is strongly re-

duced. This picture suggests that there may be sensitivity

to the boundary layer parameterization in these results

on the relationship between intensity and H. It is also

worth noting that the coarse-resolution model replies

on a convection scheme. Despite the scheme being opti-

mized to produce a realistic global TC simulation, it may

not fully capture the complex nature of the real moist

convection and potentially cause biases in our simula-

tions. Future analogous studies using high-resolution

models are desired to further validate our results.

The horizontal scale of TCs in this model, as measured

by the average spacing between storms or by the radius

of the maximum wind, contracts as H decreases over

most of the range ofH simulated, except for the smallest

H and the smallest storm scales, for which the results are

presumed to be sensitive to the model resolution. Please

note that this contraction occurs without the variation in

TC intensity. The reason for this contraction as H de-

creases remains obscure.

There are other interesting properties of these simu-

lated climates, such as domain-averaged cloud feedbacks

and the associated climate sensitivity and changes in

domain-averaged or environmental lapse rates and sur-

face enthalpy disequilibrium, that we have not addressed

here, choosing to focus onTC statistics instead. But, given

the dominance of TCs in these RRCE simulations, it is

likely that any understanding of how these other statistics

of interest change as a function of the depth of the slab

will require a fuller understanding of changes in TC

statistics.
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